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by
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Marjorie Devaney
Emiiv Willbanks
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Los Alamos, NM

Abstract

File System (CFSI is a file
mass stcrage system for the Los
Laboratory’s comuuter network.

The CFS is organized as ~ hierarchical storage
system: active files are stored on fast-access
storage dev]ces, larger, less active files aie
stored on slower, less expensive devices, and
archival files are stored offline. Files are
automatically moved between the various classes
of stora~e by a file migration program that
analyzes file activity, file size and storage
device capabilities. This has result?d in a
cost-effective system that provides both fast
access and large data storage capability (uvrr
f]ve trili]on bits currently stored).

~ntroduct]on

The CmmrnnIIFile System (CFS) is a centralized
file storage system for a local network of 28 com-
puters having 5 d]fferent operating systems rurrn]ng
24 hours a dby, 7 days a week, CFS ha$ been opera-
tional for 2 1/2 years in a completing crrvi ronrnent

hat IS prlmari]y tlmesllaring, sc]rntif]c, Fortran,
and oriented toward sequential fllcs. The CFS
serves as the permonent storagr syhtem for most of

the network data as the mti.]or network computers do
not have permanent file ayalems, Thr CFS storagr
dcvilrs are oj~et ated as a storage hierarchy w]th
(’Fs drridlng w,lich storage devicr ●ach f]lr shouid
rrslde 011, The CFS works v~ry well in provid~ng
quick accrss to n largr ●mount of data, Thr USer

Irrtrrface to thrI C}S is slmp]r and flexihlr ●nd wa~
drsigrserf for optlrnum performance with an intcrac-
t.lve t~rmlnnl user, Thr connection brtwrrll CFS and
the computrr opcrat]ng systrms IS minim~l, a bettrr
oppruath than a pr~vinurr aystrm, which wns In-
trgrr.led with thr oprraling systrms.

Thr Nyty~rk Lnvi rrsnm~nt. .

The CM aervrs os th? Lori Alamos Crsmputrr nrt-
work file atoragr byst~m A fun[tlonal view rrf
thl~ nrtwork i: ahnwn in FiRurr 1, Thr nrtwurk has
a core o! worker machinra that currently intludrsi
four Cray-lS suprrcornputera, thr?r CDC 7600r;,” ●nd
one CM 6600” with 4 corn blned {apahi 1it y Of ovrr 200
.oilliotl floating point operation~ prr second

(equlvalrnt to rlghty IBM 371T/16Rn)> Sn1811er
ma{hlllrh rIut. h ari t,hr MC VAX 11-780 and the Cl)(:
Cyh?l ?~h arr Uacd ak appt’lal purpnue worker com-
putrr~, All of thr workrt mrrchinrb run time-

sharing operating systems. They are front-ended by
a conrmunicatlons network of over 1500 terminals a~d
are back-ended by a file transpor~ network that iu-
cludes the CFS file storage system, the Print and
Graphics Express Station (PAGES) output system, and
the Extended Network Access System (MET) thi,t con-
nects many distributed processors to the network.
The file network also provides for worker-to-work~r
file and messa.q:~ shipping. The CFS serves as th~’
permanent storage system for most of the netwc,rk
data. The Cray and 7600 machines do not have prr-
manent file systems. Their user files are drlet~l
lf they are net ac~.essrd within 17 hours and not

even system fll-s arr saved across cold dradsttirts
The h~gh perf~rmance d]sk on these mach]nes rsseri-
tially serves as a d]sk cachr,

(3/0:,:
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Fig, 1, L(IS A1.IIII(IS[omputer network,

LOS Alamos oprratrs un,lrr vrry stt]n~rnl srtu-
rlty rrqulrrmrrlls and I( wo$ nrcrssary to pnrtltlorl
thr nrt work int~, a Srture t)etwrk for (Iassillell
computing, a Closrrd nrtwork for arfmlnlstratlvr conl-
pllt~ng, and an 0pm nrtwork whrrr any ViIIId usrr

can compute. IIost of thr rsrtwork cornponen( s , III-
cluding lhr workrt machines ●nd the ttrmtnals, al~~
physically placrd in one Of thr thrr( nrtwor’k~
The CFS, howrvrt, IS log)(ally part ltluned hy
softwarr to provlcfr f]lr storap,r for all thrrr twt-
workst Thr CFS alrro providrn for a rnntrnl]rd fllr
shcring hrtwe~n thr thrrr netwvrks ,

Loa Alamo# ha~ had a computer network, intlud-

ing a centralized fllr aturaRr ayntrm, f(ll 10
yearn, Thr previouM fllr strrragr syutrm wns hasrd
0n thr ]flll 1360 phntu dlRltal store thal W8N n

trill inn hit atnra~~ ayntml
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~he CFS Environment

The CFS configuration is shown in Figure 2.
Two IBM 4341 computers serve as primary and backup
control processors. All CFS production programs
run in the primary control processor. If the pri-
mary fails, the production programs can be switched
to the backup in a matter of minutes. Because the
CFS must ●lways be ●vailable to the network, a
separate means of testing changes is oecessary.
Therefore, the back~p processor is used to run test
versions of the CFS programs. Tfse test system pro-
grams can be driven from the worker machines or
from a network simulator program.

I FILE NETWORK I

L—.—.— —.—.— .—.—.
I CONTROL SYSTW I

I
1

I I 1

I IBM
4341 I I IBM

4341 I
—, .-.

bpd IYiM
ONLINt STORAGE (2.7 TRILLION Bl~.o—.—.— —..—.— .—.—. —.—.

nSTORAGE OWLINC STORAGE
CABINETS (TRILLIOtW Of 911S)

Fig! 2. Common file systs=rn confltur~tlon,

The CFS programs run as application pro~rarns
With no modlflcatlons to the IBtf operating systL,m.
Almost all of these program modules arc wr~ttpn In
PL/1 , w]th Assembler bring uarrf for cnly a few
modulrs. Thr CFS so ftuarr has bern ●xportrd to
other Installations with similar mass storirg? sys-
tems

Thr CM’ utilizes two online storagr systems.
an IBM 3350 dl$k syrtem with a capacity of 50 hll-
l]on bits and an IBM 38S0 Mass Storage Systcm (MSS)
w]th an online cspaclty of about 2.7 trillion bits,
The tfSS usrb tspr cart]scfgrri to store data. Utlrfrr
llorm~l operation, thr tfSS rcqulres IIO manual irltrr-
vrntirsn an the tap~ cartridRrri are nutomat]rally
mowd hetwern thr atoroge l’rllri ●nd the data
rrarl/wrltr drvirr I. An nifllnr or archival atoraRe
tapiihliity IS providrd by rjr(ting carirlcfgrh con-
taining inaclivr filrh florn th~ flSS and atorlnR
t hrm in catl] nets, Thr offlilir storaRr prov~de~ nr~
essrntia]ly unl]:llltrfl tmouu~ of sp~rv foI archival
data AccrInn to offllt)r dirts do~~ requlrr mrsnua]
interventiotl, The 3.150 dlnk, tfSS, and Offllllr
ntvraflc ● re orgat,izrd ● n a ~torngr hlrrarchy, Ac-
tivr files are atoreu 011 3350 dlnk, Irnrr ●ltivr and
l*rRrr filr~ are rntorrd in thp tlSS, and ina[tivr

fllrrr ar. atnred oflllnr on archivfil cartrfrfrnrx.

Thr Cl+i interfocrfr to thr network through a
srl~tld~rd fjlr tranumiasi~on plotocnl usrrd for ertua]
r4hlpllln~ {~f filen and through a unrt inter !s~’e that
( ommllIll(lrto R with thr CF?i rnntt [)] prvr~rr#orN u#In R

a set of precisely defined functions. The network
has no direct access to any of t.hr CFS storage dev-
icws. This restriction is necessary for the Los.
AlaL.os security ●nvironment, but also ha> the ef-
fect of shielding the network from most CFS
changes. In particular, new storage systems can be

addrd and the existing storage systems mod] fled
witbout irapacting the network or users.

user Interface

The CFS user interface is designed t, t,r
powerful and convenient for the interactive t,rm]-
nal user while at the same tim not requirlr,g a
complicated iuterface k,ith tt, network computers,
The user functions that the CFS provides the rl[t-

work corrmuters follo~,

o
0
0

0
0
0
0
0
0
0
0
0

CREATE a root directory nc,dr
ADD a directory nc,rfe
REFtO\’Ea dlrectur) no[je
SAIT a flie
GET a file
RIPLACE a f]le
COPY a T le
DELETE a file
tfODIFY d]rectorv informatl,on
LIST d~rectory lnformat)or]
STATt’S of system or user requ(st
AII(IRI a request

The usrr lntrrfacf, to C}S lS ,m~lrmrnt,,l ‘I:. I
standard apl~l]cat]or] lc-.)c1 utlllty f:IJlfI,i !1,1SS tl<.ll
runs on 111 the nrt~ork coml}ijtels, NASS (Jll (,,1!.1 1!

be put orl new computers be[. iusr 11 {!:M,* not rr,~il)l,

a compliratcd Intcgratlon w]th the oprrdl ir): ~\, .
tem. The usrr, nnt ttASS or CFS, IIP( ld{,s wh(,!ltI,
store, retrlevr, convrrt , and back III Ill!:
H]gher levrl ut]lltirs that call MASS arr av,!jl,illt
for rrpctit]ve apl,ll(allonh ‘llat usr ;I flxml :ir -

qurnce of oprratlons it IS much brttr’r to pIIt th,

8~}eCla]lZat]on at th,, appl i{at ICItI lrvrl thdllt
bury ]t in thr fllr stor+rgr system or the ol,{tiltlll~
syritrm.

Most usrrs’ knowlrtf~r of the (’}”S K,Irs III
drrprr thatl thr MASS ut]llty. TI)r Iltiol’h Stt’1(, illl(l
retrlrvr lrlforrnat]orl as namrd III(,s all(l 11($!, !1 1)!1!{

no kr]nwlrrf~o of tits rit(liis~r drv) (es, ,1!, tllr (’1:1
drtrrrnlnrs whrro thr fi]rfi rrhl(lr! tlowev!~l , \ I),
usrr car] Hp~’( lfy that fllcs II(, ~)larrtl orl srl,,II,I\,
phys]cal drv I[r$, A use frr,llirtlty <;III Al !., II,
!S}!0{1!1?(1 thi9t lnfluen(rs the III I! INI 111(.1111111II
thr fllr (onllno or uffllnr), Lirtrt, tll(, 111!, V1.
gr~tion }Jrogrfrm rfrtr[th thr a(tua] irit)YIlv JIII
pli+(r!i thr fllr (Jrl thr. mfikt Sultntllr rft~k’l[v 1(, m41x -

)mizr llNrr Cotlvrr)]rr)[r nllll t,> n)itllnllpr IISr I t,x -

prllhr, rrg8rtflrsN v! mIy urirr r+],rt]flr[l V,IIII(,pl,

is (

at
Cts

jun

t {)

plr

IIllwr(f, Whrrl thr urtrt wILheN to a([vr.h

Ie, tllr complptr fllr lh tranNmlttrd f

t,) thr workrt ma[’hlnri rflrnk whrrr 11

arlothrl workrr malt)lnr f Ilr, If @ UNP

rrplncr n f)lr that tlax brrr) rhatlgr!l,

r filr must IIF tranNmittvd haik to ttlr

d.lt01 Ill

()11! t Ill,
1),.( ,Bll,t,.

h,ll) t,.

ho ( tlm-

}!)



The CFS maintains a tree structured directory
that allows users to organize their data in a logi-
cal and reasoclble marrrrer. Users can organize
their own directory tcees in a manrrer consistent
with their needs and abilities; they can USL tbe
tree structure but are not required to do so. Fig-
ure 3 is an example of a simple tree structure.
The circlts are directory nodes snd the boxes are
file descriptor nodes. The nodes exist as keyed

records in the CFS flaster Directory. These nodes
contain a substantial amount of information.
Directory nodes contain user access information and
a list of descendant nodes (which can be either
directory or file descriptor Jdes). Fil? descrip-
tor nodes contain the phys.cal location of tbe
file, user access information, and file activity
Information. Reference to a node is by its unique
path name, Yor ●xample, the path name of the file
L1ON is ZOO/DATA/CATS/LION. Each node has its path
name as the record key so the nodes can be re-
trieved without traversing the tree. A user can
create as many tree structures as is d~sired.

FIR 3. Trrc structurr rxample

Access to nodes IS fitr~ctly c~lntrollrd, but
us~, rs can easily be given different acrrss
I]rlv]lcgt*s to different parts of a trrr, For rxam-
plr, a usrr could b- givru read nvresri to 011 files
]n :ho trer by an a,~pro~)ria’.e entry lrr the dirrcto-
ry ZOO and alto bp Riven writr acccris to jIIstthr
fllr LION t,y an Lppropr late rnlry in thr fllr
descrip[[,t nodr ft,r L1oN,

Thr trer-structured dirr(tory rrlsn offers the
opportunity fc~r Urii Is to prrform oprrat]ons on
Rroups of filrs snd/or d]rrrtorirx For erramplr,
GET all thr filr~ in s nubtrrr, I)Y,l,ETll all thr
fllrs in a ktuh(rer, LIST Informfil inn for a rtubtrrr,
or tf(JI)lH’ information f~l$ a rrutJIIPr.

No rerrtrirtirrnn nrr pl~rrd ou thr smount of
storagr Unrrsr ran have bul urrerh arr charg~d for
filr Sccegarrr, the amount 01 drrtn tra[laferrrd, *;,A
thr ●mount of rfato thry hnvr ator?d, Accrsri
charR~n ar? hiuher and stnr#Rr {hargrn are lf7wrI
fol offllnr film.

Filr ttlgratinll

storage use, and minimize us jr costs by automati-
cally moving files to stor:ge devices that fit the
characteristics of their ac’ ual usage history and
current size. The CFS use; a stori]ge hierarchy of
3350 disk, online FfSS, and offline storage and mi-
grates files between these devices.

File migration is perlornred by a CFS applica-
tion program that cyclef through the steps of de-
ciding which typr of s,.orage device each file
should reside on. This File rfigration Progr;sr then
requests the File tfanageuwnt Progrsm to move the
necessary files. A t’:pical cycle takes 4 to 12
hours depending on how rrrlch data must be moved and
how busy tbe File ttanagement Program is, The Fl!e
Migration Program reads the complete CFS Master
Directory and calculates a priority for each file,
where the priority incr:ases with act]v~ty and de-
creases with size. ‘fhe priority of a file, as
shown in Figure 4, is function of its actl~,lty
(aged access count) and size. A new aged a:cess
count is calculated by multiplying the old aged ac-
cess count by the ajing tactor of 0.9 ra]sed to a

po~er which I LIle nuw!,er of days s~nce thr last
access, Whenever a Ille access occurs, a nek aged
access count is calcl,lated and then Incremented h>
onc ,

P = fimcl.ion (A/S)
P II file pr]arlt:”
A i:, a~,ed access count
S ,s f]le size

Flg 4> File prlorlty calcul.]t]{,ll

M]gratior betw~en disk and VSS IS ha,cd 011 a
priority Valuf selrcl?d so that If ail f]les ha!’lllg
a priority Rr,atrr than this value are stored 0!)
d)sk, the f’fik will he f:lled to 90;, of cdp,i~ it!.

Th]s leaves JO% of the total d)sk spa(r fnt rr!’w
fll?s> In a tyl,lrol wrr,k thr CFS will mlgrtli(, a}!-
prox]matel! 7000 iilcs and 20 hllllon Illt,t of [1,11d
hetwrru d sk ~nd ttSS, Files Rrratrr tlIIII h(l mll-
lIon blth rrrr not migr’atrd to d]sk

The onlir]t, to offline m)gt’atlon of f)l(’s )A
trarrrd (I) ]rfle tlmr (days slltc lost rofrtrn(cl,
file si;.e, dlld the user sprtlfl?d actlil[y. If tlll$
Ucrl ‘,pe(lflrd the fllr t(l be orlltnc and thr f]lv

dlr,r ~,{ amoll, It will not hr mlgroted 1(I an al-
Chivdl volume until the Idle llmc IS Rreatrr tholl
270 (ay~, Fot thr max)murn filo s17r, thu Idlr lint,,

oIIly hrrn to ho IR(l days, ftrtwee” thrRt’ two I)mlth

thr idir timr in a lo~nrlthm~c furlct~on of thr f)lv
si7,*, If the user cliangex thr ftl? USI* frrqllpll[y
ftlrn online to archival or if the file is api-~if~rd
t, :1e onllne for a fwi werks snd then arch~val,
l.)w?r kdl? tisrru of 45 days for smsll filrs itIIIl !’1
!iayri fo’ larg~ files arr Ilaed, Thr irflr timr llm-
i[n srr ●utomatirsliv a(!junted to ● ovr datm offllnr
to matth the rate ●t With uaerrr are srr’umulatlnR
datn, currmtly shout 50 htl lion hitrr nf dat~ each
week
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Offline files are ❑igrated online when their
priority is greater than a fixed value Depending
on their priority, the offline files may be moved
to either disk or the HSS.

Once migrated, a file will not be migrated
●gain until a week has passed. The migration pro-
gram also purges expired files and can move all
files from a specified device to reduce fragmenta-
tion (not a major problem) or to allok device
maintenance.

Performance.—

In early December 1981, after 2 1/2 years of
operation, users had atcred 480,000 files, whic[i
occupy 5.1 trillion bits of storage. The growth is
currentiy 235,0C0 files and 2.5 trillion bits per
year The typical daily activity is 12,000 file
accesses with 60 billion bits of data transferred,
1000 file deletions, 3000 list~, and 200 modifica-
tions. The peak period usage 1s 1200 file accesses
with 5 billion bits of data transferred per ho~r.

The CFS storage hierarchy and file migration
process provides quick access to a large amount of
diita, Table 1 shows the excellent CFS response.
Disk storage is used for less than 1% of the 5.1
trillion bits of data stored, but about 8S% of the
12,000 dally file accesses art’ to disk. More than
three-fourths of the data is stnrecf offllne but

less than 1% of the accesses are to offline files.
To maintain th(, CFS performance with incredsed tile
access and f]le storage requlremerrts resultlng from
add]tlollal computing capacity, it is planned to !.n-
Stall a larrge IM 3380 disk systrm in 19ffJ. Th]s
disk system WI1l allow more files to he stored on
disk and will prevent the MSS from hr[omirg sa-
turated.

~ of % of Typical
Device Fllr’lyy’ Sto; irge Ar[rsst,s Re,:~pll ~r-- . . . . . . . ----- . . -.—.

3350 Disk Ar’tlvr 1 8!I 5 Kr(

:1850 tfss Lr$s AcLivt’ ] q lb 1 min

Lurgvr

(I! fllor lnll(tlvl’ B() 1 5 mlo

Storagv

‘1’Alll.t 1 STORAGE HILRAttCNY PF,RFOKMANCE

In 19RI, CFS was ava]]ahlc ~{, the ufi~rs 99% of
itlr t~mr, ‘fir nrh?dulrd down t~mr (().4%) tl,~d llt-
tlr impn~t on thr nrtwork aa It was donr during off
t]ours when thrre wrrr few trrmlna] rss.rrk and pru-
duriion ~ot)~ could ret riovr thr]r CFS files find t)r
gtarted b~forr the CFS ahuldown The un~chr(!ulr~l
downtime, whico could affec’. thr nriwork prrf(lr-
mancr, wan ().6%1 So far no f~lrti arr known to h~vr

l)rrn 10RL or dr,,troyrrf hr~u~o of CFS noftwnrr
prohl?rns, Bnd Srt)ly shout 50 fIlrri hnvr hrPII dP\-

ttoyed hV varjou~ hiirdwarr prol,lrmk, iltlmarlly

Conclusions——

The CFS is a valuable and critical resource of
the Los Alamos computer network. Its storage
hicrarcb; allows fast access to a large amount of
onl ine sto,age plus a cost-effec’.ive arch]val
storage. This is done using mass storage techrlolo-
gies that are available, pro~ren, and reliable.
Stringent securit and integrity requirement: are
met while allowlng flexible data sharing in b mul-
ticomputer network. The analysi of file statis-
tics and the migration of flies is improvi,lg per-
formance and minimizing costs for Lhe users, Tl,e
following benefits have resulted from t}]ls a[,
preach.

o Economy of scale. More storage can t,t ,,rf,-
vided at less cost with a cenf.rallzrrl sys-
tem.

o Files are avail at,le to all corrq, utcrs lrj tt, ~
neth’ork without malntalnlllg multjil(
copies.

o The single CFS flaster Dlre(tor! },rovld~:
for good management anrf ccmlrol of rfcit. i

Usage, accounting, and drscr]pllvc lr]f[t-rl.,-
tion are avallab]e for every f]lf.

o A very rellat,lv f]le system. Tll( ,rily []1(,
losses havr been causrtl hy Il,itrfw,lr(, I Ir,l,-
lems

0 A df~~’]re-lnd(,[)rrl[if,rit in.crf.j[t f[]] t tl(

Us, rrs. SLOI {p,r drv]rrs car) h(, ,4dlllll (1)

rh,+rlgcd w]thc)~]t affr{t]llg ttlt, rlf.tw~,r h

o Tho nr(esssry f]lr [;r[ur]ty for tlI! L,!

Alamos Pnvir[>nme[lt.

o A largr rs=[i(lct]orl III tllc usr of [[)r}\’rllt}(,lu-
al mARtlctit tapt T~p(I m(,illlls Jrr (I IIl\

one- trnth of what th(,y wt, rr flv[, y(,+lrs ,Ig I<,
a nd tht. tppe IIllrarv siz( hclk t,rf~rl eIIt t,
onr-third de }Iltr J sullhtootldl ]rl< rtnlsr III

computing powr , l+[’llvlt },, arl(l tllf, 1111111111,1

of usrrs.


